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Abstract

Nowadays, many companies and/or governments require a secure system and/or an accurate intrusion detection system (IDS) to defend their network services and the user’s private information. In network security, developing an accurate detection system for distributed denial of service (DDoS) attacks is one of challenging tasks. DDoS attacks jam the network service of the target using multiple bots hijacked by crackers and send numerous packets to the target server. Servers of many companies and/or governments have been victims of the attacks. In such an attack, detecting the crackers is extremely difficult, because they only send a command by multiple bots from another network and then leave the bots quickly after command execute. The proposed strategy is to develop an intelligent detection system for DDoS attacks by detecting patterns of DDoS attack using network packet analysis and utilizing machine learning techniques to study the patterns of DDoS attacks. In this study, we analyzed large numbers of network packets provided by the Center for Applied Internet Data Analysis and implemented the detection system using a support vector machine with the radial basis function (Gaussian) kernel. The detection system is accurate in detecting DDoS attacks.

1. Introduction

In past years, the news about distributed denial of service (DDoS) attack is rapidly increased around the world. Many services of companies and/or governments are victims of the attack. A hacker groups developed tools to execute DDoS attack very easily and sell them to many people. As the results, DDoS attacks became one of most harmful attacks in network security.

The main purpose of DDoS attacks is to jam the service for a long time, rather than to steal money or data from the targets. Since a user might not re-use services jammed by crackers, a company attacked by the crackers will lose many benefits. A DDoS attack can be initiated from many computers hijacked by crackers, and then every computer will send large numbers of packets to the target server simultaneously. The server attempts to respond to all the packets, but its bandwidth gets exhausted very quickly and the service stops. A cracker who has hijacked many computers only sends some attack commands to the hijacked computers. These computers can be connected to multiple bots either directly or through a botnet. Consequently, detecting a cracker is extremely difficult. Hence, it seems that the right strategy is to detect DDoS attacks rather than the crackers.

To develop a detection system for DDoS attacks, we obtained an actual DDoS attack dataset and utilized machine learning techniques to analyze the data. The dataset was provided by the Center for Applied Internet Data Analysis (CAIDA) and had a total size of 44 gigabytes. In this study, we analyzed this large dataset and developed the detection system using a support vector machine (SVM).

This paper is based on study [20]. The remainder of this paper is organized as follows. In Section 2, we review publications in the area of this research. In Section 3, we present the details of Dataset and data analysis [1]. In Section 4, we discuss the DDoS attack by calculating bytes per second. In Section 5, we evaluate and discuss the detection system using an SVM. In Section 6, we highlight our significant findings.

2. Related Work

Scientists can find many studies on protection against DDoS attacks. Proposed methods utilize various algorithms and techniques.

Studies utilized machine learning techniques and algorithms [2] [3] [4]. Study proposed an anomaly-based DDoS detection system using radial basis function (RBF) neural networks [3]. The proposed system was examined using a dataset from UCLA, and the results showed that the system could achieve real-time DDoS attack detection accuracy of more than 96 %. The goal of Agrawals study was to predict the number of zombies in DDoS attacks using an SVM [3]. The found predicted number is very close to the actual number of zombies. Another study introduced a statistical preprocessor and an unsupervised artificial neural network as a tool for detecting DDoS attacks [4].

Limwiwatkul’s study discovered the DDoS attacking signature by analyzing TCP/IP packet headers against the well-defined rules and conditions, and distinguished the difference between
normal and abnormal traffic [5]. The authors could obtain some sample signatures of the basic DDoS attack. A study by Zhang discussed a prediction-based detection algorithm against DDoS attacks [6]. Based on the proposed prediction, they could detect abnormal states of the server that may be caused by DDoS attacks. Other studies used entropy for developing a detection system [7] [8]. Study by Navaz proposed a statistical approach using joint entropy for DDoS attack detection and also used the CAIDA dataset containing information for denial of service attacks [8]. This study calculated entropy for packets, with IP addresses, ports, and flow size as inputs, and compared normalized entropy with that of the assigned threshold value. The threshold value depends primarily on the false positive rate.

Zhong analyzed the characteristics of DDoS attacks and the DDoS attack detection method using a data-mining algorithm [9]. The fuzzy c-means (FCM) clustering algorithm and Apriori association algorithm were used to extract features in network traffic. Study by Bhuyan presented a survey with the results of DDoS attacks, detection methods, and tools used in wired networks [10]. Mirkovic proposed a source-based DDoS attack detection system, D-WARD [11]. This system is installed at the edge routers of a network and monitors the behavior of each peer with which the source network communicates. D-WARD can detect many common patterns of DDoS attacks. Other studies classified types of DDoS attack and defense mechanisms [12]. Another study presented the design of a general triggered framework for scalable threat analysis for large-scale automated systems [14]. According to CSI survey in 2007, DDoS attacks were recognized as one of the major causes of financial losses [14].

Aforementioned studies do not investigate the patterns of the attackers. In this paper, we focus on this topic.

3. Dataset and Big Data Analysis

In this section, we show the details of the dataset and some important outcomes that we obtained analyzing the data and discuss some difficulties of developing the DDoS attack detection system by comparing the data analysis of the attacker and victims [1].

3.1. DDoS Dataset

To develop a DDoS attack detection system utilizing machine learning techniques and algorithms, we need an actual DDoS dataset to detect and learn patterns of DDoS attack. However, we do not have such dataset and in any study on DDoS attacks, collecting data is a challenging task: It is difficult for any researcher to collect appropriate datasets of actual DDoS attacks. However, there are some alternative methods. One of them is to set up an environment that can generate simulated network communication data. We can use tools such as NS-2, Qualnet, or OMNet++. However, in this study, the goal is to develop a detection system that can predict a forthcoming attack and detect the attack before the bandwidth is exhausted by using machine learning techniques. Some institutions provide such datasets. The 2000 U.S. Defense Advanced Research Projects Agency (DARPA) Intrusion Detection Evaluation Dataset and Knowledge Discovery and Data Mining (KDD) Cup 1999 Dataset are the most popular publicly available datasets, but the first one was created prior to ten years and the second one is not suitable for DDoS attacks [10]. We used CAIDA DDoS Attack 2007 Dataset to analyze the actual DDoS attack data and utilize them for training data patterns [1].

This dataset contains approximately one hour of anonymized traffic traces that include the attack traffic on the victims and the response from the victims on August 4, 2007. The total size of the original dataset is 21 gigabytes. The type of the file is the packet capture file. Since there are few applications to read these data, we exported all the data to comma-separated value files for easy data reading in any programming language and machine. The total size of final dataset increased to 44 gigabytes and the total number of packets we analyzed was 359,655,765 from the attacker and 12,131,655 from the victim.

3.2. Data Analysis

The size of the dataset that we obtained is big and analyzing all data takes very long time. So, to analyze the dataset efficiently and quickly, we extracted some features including source IP address, destination IP address, time interval in seconds between packets, and packet size in bytes from the dataset. We analyzed the total number of packets that were sent from the attacker and victim, the mean time intervals in seconds, and mean packet size in bytes for each packet. Table 1 shows the summary of dataset statistics for each feature from the attacker and victim. Figure 1 shows that the most common mean packet size for each IP address is almost the same for the attacker and victim. In addition, the maximum and minimum packet sizes are 1,500 and 46 bytes for the attacker and 1,474 and 40 bytes for the victim. Figure 2 shows the packet flow of the total victim’s packets and 12,895,257 (3.5%) of the attacker’s packets. This 3.5% of packets are generated by the uniform random number block. These results show that there are no significant differences distinguishing attack packets from normal packets except for the total number of packets. Therefore, detecting DDoS attacks from individual packet data is extremely difficult, because
some of their packets are very similar, and the maximum and minimum packet sizes for attackers and victims are almost the same in terms of size.

However, in the data analysis for each IP address, we found that their respective results differ for each feature, if we set some conditions. Table 2 shows the results under the condition that the total number of packets is greater than two and the time interval is less than 0.01 seconds. These conditions cover about 50% of the attacker’s IP addresses and 91% of network packets, but most of the victim’s data are not covered under this condition. Consequently, we can find some important patterns to detect DDoS attacks, when we analyze packet data for each IP address under different conditions. These patterns are very helpful for developing a DDoS attack detection system.

Figure 1. Density of Packet Size for Each IP Address

Figure 3 shows the frequency of the mean time interval for each attacker’s IP address under the aforementioned condition. Figure 4 shows how mean time intervals for each IP address are different for attackers and victims under the condition. The attacker’s condition is the same condition that we aforementioned and the victim’s condition is that the total number of packets is greater than two and the time interval is less than 0.3 seconds. These conditions cover about 63% of the IP addresses and 91% of the network packets in the victim’s packet data. Therefore, the ratio of packet data is almost the same as in the attacker’s condition, as shown in Table II. Consequently, we see that the attacker’s time interval is very short and the victim’s is long, because the attacker must send many packets at the same time.

Under the victim’s condition, the mean time interval is 0.1584 seconds, and the mean packet size is 87.47 bytes. While the mean size of all attacker packets is greater than the size of all victim packets, the mean size of the attacker’s packet is less than the victim’s size for about 91% of the packets. In addition, the maximum packet size is 1,500 bytes in all of the attacker’s packets and 1,474 bytes in all of the victim’s packets, but when we analyze all packets for each IP address, the maximum packet size is 1,490 bytes for the attacker and 420 bytes for the victim. Therefore, the attacker will send some large packets and a huge number of small packets.

We demonstrated some differences between the attacker and victim. To develop the detection system, we utilized these differences as DDoS attacks patterns. Consequently, we utilized the total number of packets, mean time interval, mean packet size, number of packets per second, amount of bytes per second, and total amount of bytes for each IP address from our dataset.

Table 1. Results for Each Feature

<table>
<thead>
<tr>
<th></th>
<th>Total number of IP addresses</th>
<th>Total number of packets</th>
<th>Mean of time interval in sec</th>
<th>Mean of packet size in bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attacker</td>
<td>9,311</td>
<td>359,655,765</td>
<td>0.3646</td>
<td>91.2169</td>
</tr>
<tr>
<td>Victim</td>
<td>9,325</td>
<td>12,131,655</td>
<td>0.7016</td>
<td>87.2543</td>
</tr>
</tbody>
</table>

Table 2. Results for Each Feature Under Conditions: Number of Packets > 2 and Time Interval < 0.01 sec

<table>
<thead>
<tr>
<th></th>
<th>Total number of IP addresses</th>
<th>Total number of packets</th>
<th>Mean of time interval in sec</th>
<th>Mean of packet size in bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attacker</td>
<td>4,604</td>
<td>329,113,446</td>
<td>0.0048</td>
<td>60.3489</td>
</tr>
<tr>
<td>Victim</td>
<td>10</td>
<td>151</td>
<td>0.0067</td>
<td>100.6067</td>
</tr>
</tbody>
</table>
4. Analysis of DDoS attack

In this section, we analyze the DDoS attack by calculating bytes per second (bps). To plot the amount of bps with the time sequence, we try to find difficult points to develop an accurate DDoS attack detection system.

We calculated bps for all packet data and tried to detect the point when the attack started and difference in the amount of bytes between normal communication and abnormal communication. Figure 5 shows amount of bps for the attackers and victims. In this figure, the attacker does not quickly attack the victim after the communication begins. Looking at Figure 5, we can classify the attack mainly in two parts. Those are an incubation period to trick the victims into being normal.
communication, and attacking period to execute commands and jam the services. We consider that the incubation time is about from 05:53 JST to 06:13 JST, and attacking period is about from 06:13 JST to 06:53 JST. The victim’s server has started network communication with the attacker more than 20 minutes before they start attacking. However, it is difficult for victims to recognize that because the attacker is good at imitating normal communication. It means that the attacker can easily start network communication with victim’s server and attack them anytime. After the incubation period, the attacker executes their commands and the victim’s server receives abnormal amount of bytes in short time and keeps it for long time. Finally, the server’s bandwidth is exhausted and the services will be jammed.

We considered that this problem makes developing the accurate DDoS attack detection system difficult to detect and/or predict the attack before the bandwidth of the victim’s server is exhausted. In this study, we tried to develop the detection system considering this problem, but we could not achieve any good results. Tackling this problem will be our future work.

5. Experimental Results

In Section 3 and 4, we presented some important features of DDoS attacks. Utilizing these outcomes, we implemented a DDoS attack detection system and tested the accuracy of detection. In this section, we present the details of creating the training and test data, the algorithm that we utilized, and the detection system using an SVM with an RBF (Gaussian) kernel.

5.1. Training and Test Dataset

To compare the performance of the SVM with different datasets, we created three types of training and test datasets including different patterns and different number of patterns. One of the datasets (Dataset 1) has three features: the total number of packets, time interval, and the total amount of bytes for each IP address. Another dataset (Dataset 2) also has three another features: the number of packets per second, time interval, and the amount of bytes per second. In addition to this, Dataset 3 has five features: the total number of packets, time interval, the total amount of bytes, the number of packets per second, and the mean packet size. The number of packets in one second ($N_{pps}$) and the amount of bytes per second ($Abpps$) are calculated using (1) and (2).

$$N_{pps} = \frac{1.0}{\frac{1}{N-1} \sum_{i=2}^{N} time(i) - time(i-1)} \quad (1)$$

$$Abpps = N_{pps} \times \left( \frac{\sum_{i=1}^{N} size(i)}{N} \right) \quad (2)$$

where $N$ is the number of packets, and $time(i)$ is the arrival time of the $i^{th}$ packet.

We analyzed all of 18,636 IP addresses based on 371,787,420 network packets from the dataset. To learn the patterns of a DDoS attack and test it using the SVM, we created training and test data from the initial dataset. However, the ratio of test and training data is one of important problem because the ratio may affect the detection accuracy. One study suggests 2/3 as a proportion of data to be used as a training set for data not meeting assumptions required for the application of parametric tests [17]. Some studies used up to 80% of data for training purposes [18] [19]. In this study, we executed the detection system using different ratio of test and training data. Table 3 shows the detection accuracies with each ratio of test and training data. We randomly selected 1864 (10%), 4000 (22%), 5591 (30%), and 6150 (34%) IP addresses for test data and 16772 (90%), 14636 (78%), 13045 (70%), and 12486 (66%) IP addresses for training data from the attacker and victim pool. As the results, there are some differences between each ratio of data in all datasets, but we could not find big differences. In Table 3, dividing the original dataset into 22% of test data and 78% of training data shows good accuracy with all datasets. Therefore, we selected 4,000 IP addresses consisting of 2,000 IP addresses from the attacker pool and 2,000 IP addresses from the victim pool as the test data. The remaining 14,636 IP addresses are selected as the training data.

<table>
<thead>
<tr>
<th>Ratio of test and training data</th>
<th>Test (%) : Training (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:90</td>
<td>0.915 : 0.914</td>
</tr>
<tr>
<td>22:78</td>
<td>0.914 : 0.914</td>
</tr>
<tr>
<td>30:70</td>
<td>0.914 : 0.917</td>
</tr>
<tr>
<td>34:66</td>
<td>0.917 : 0.917</td>
</tr>
</tbody>
</table>

Table 3. Detection accuracy with different ratio of test and training data.
5.2. C-Support Vector Classification

In machine learning, there are mainly three types of leaning algorithms: supervised learning, unsupervised learning, and reinforcement learning. SVM is one of the most popular supervised learning algorithms for many applications, such as intrusion detection, spam filtering, and pattern recognition. There are various SVM formulations for classification, regression, and distribution estimation. As we mentioned above, in this study, the main goal is to classify each IP address as an attacker or normal one. Therefore, we selected c-support vector classification (C-SVC) for training and testing datasets.

Let \( x_i \in \mathbb{R}^l, i = 1, 2, \ldots l \), where \( l \) is the number of training examples, and an indicator vector \( v \in \mathbb{R}^l \) where \( v_i \in \{-1, 1\} \) be given training vectors. In the experiments, the dimension parameter \( n \) ranges from three to five, because we have prepared three datasets with different numbers of features. We use -1 to represent “Normal IP” for IP addresses from the victim pool and +1 as “Attacker IP” for IP addresses from the attacker pool, and we use C-SVC to solve the following the optimization problem [21] [22].

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i \\
\text{subject to} & \quad y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i, \\
& \quad \xi_i \geq 0, \ i = 1, 2, \ldots, l.
\end{align*}
\]

where \( \phi(x_i) \) maps \( x_i \) into a higher dimensional space, and \( C \) is the regularization parameter, which must be greater than zero. Since the vector variable \( \omega \) may be highly dimensional, we solve the following quadratic programming problem [16].

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \alpha^T Q \alpha - e^T \alpha \\
\text{subject to} & \quad y^T \alpha = 0, \ 0 \leq \alpha_i \leq C, \ i = 1, 2, \ldots, l.
\end{align*}
\]

where \( e = [1, \ldots, 1]^T \) is the vector whose components are all ones, \( Q \) is an \( l \) by \( l \) positive semidefinite matrix, \( Q_{ii} = y_i y_j K(x_i, x_j) \), and \( K(x_i, x_j) = \phi(x_i) \phi(x_j) \) is the kernel function. After (4) is solved, using the primal dual relationship, the optimal \( \alpha \) satisfies (5) and the decision function is (6).

\[
w = \sum_{i=1}^{l} y_i \alpha_i \phi(x_i) \quad (5)
\]

\[
\text{sgn}(w^T \phi(x_i) + b) = \text{sgn} \left( \sum_{i=1}^{l} y_i \alpha_i K(x_i, x_i) + b \right) \quad (6)
\]

### Table 4. Confusion Matrix of the SVM Classification with Dataset 1

<table>
<thead>
<tr>
<th>SVM Classification</th>
<th>Attacker IP</th>
<th>Normal IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>According to the data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attacker IP</td>
<td>0.8285</td>
<td>0.0065</td>
</tr>
<tr>
<td>Normal IP</td>
<td>0.1715</td>
<td>0.9935</td>
</tr>
</tbody>
</table>

We store \( y_i \alpha_i \forall i, b, \) labels, support vectors, and other information, such as kernel parameters, in the model for prediction. In this study, we utilized the following RBF (Gaussian) kernel as the kernel function.

\[
K(x_i, x_j) = \exp(-\gamma ||x_i - x_j||^2) \quad (7)
\]

5.3. DDoS Attack Detection System

We trained and tested three types of dataset using C-SVC with the RBF (Gaussian) kernel. We applied five cross validations to our datasets to produce training and test datasets, and finally we found the best values of parameters \( C \) and \( \gamma \) which were 32,768 and 8, respectively. Tables 4, 5, and 6 show the confusion matrix of the SVM classification with different datasets for best parameters. Experimental results show that detection accuracy is approximately 91.1%, 85.1% and 98.7% for the Dataset 1, 2, and 3, respectively.

In the experiment with Dataset 1, the detection system could successfully detect the normal packets, but detecting the attack packets was not accurate; moreover, in the experiment with Dataset 2, the efficiency of the performance decreased compared with Dataset 1. The main difference between Dataset 1 and Dataset 2 is to utilize the number of packets per second instead of the total number of packets. We prepared Dataset 2 for considering the real-time detection system for DDoS attack because we cannot get the total number of packets when we execute the system in a real-time. Thus, we utilized the number of packets per second and the amount of bytes per second by using (1) and (2). If we changed 1.0 to \( n \), we can generate the number of packets per \( n \) seconds. By considering the results, using the number of packets per \( n \) seconds is an effective

### Table 5. Confusion matrix of the SVM classification with Dataset 2

<table>
<thead>
<tr>
<th>SVM Classification</th>
<th>Attacker IP</th>
<th>Normal IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>According to the data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attacker IP</td>
<td>0.716</td>
<td>0.014</td>
</tr>
<tr>
<td>Normal IP</td>
<td>0.284</td>
<td>0.986</td>
</tr>
</tbody>
</table>
feature to develop the DDoS attack detection system in real-time but it is not an ideal solution for the highly accurate detection of the DDoS attack. However, when we further added two features in Dataset 1, we obtained a higher accuracy for detecting both types of IP addresses. Therefore, to obtain a high accuracy for detecting a DDoS attack, we must extract at least three features and utilize both the statistical analysis results and real-time analysis results. If we extract five or more features and utilize such results, we get the higher accuracy.

In addition, we calculated precision, recall, negative predictive value (NPV) utilizing the following equations.

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]

\[
\text{NPV} = \frac{\text{True Negative}}{\text{True Negative} + \text{False Negative}}
\]

The precision for each dataset is 0.99, 0.98, and 0.98. These numbers mean that the detection system could successfully predict the attack. These results show that the detection accuracy is high when the system should be alerted. However, the recall is 0.83, 0.72, and 0.99. These results show that the system predicted some normal data as the attack data. The NPV is 0.85, 0.78, and 0.99 and means that the system predicted some attack data as the normal data. These results mean that it is very difficult to detect some data whether from the attacker or normal users. Consequently, the detection system could detect the attack, but it is still difficult to recognize some data whether from attacker or normal with high accuracy.

6. Conclusion

In this paper, we proposed one approach using machine learning to develop an DDoS attack detection system. We analyzed a large number of network communication packets, and implemented a DDoS attack detection system using the patterns of DDoS attacks for each IP address. We presented and discussed the difficulties involved in developing a DDoS attack detection system using packets and features of DDoS attacks that are important to detect an attack. These features are very helpful in developing a detection system for DDoS attacks. Analyzing the packets, we calculated bytes per second with the time sequence and found that there are mainly two periods in DDoS attack. We recognized those the incubation period to trick the victims into being normal communication and attacking period to execute commands and attack the services.

In developing the DDoS attack detection system, we utilized machine learning techniques and algorithms. We selected the SVM with RBF (Gaussian) kernel to train and test the DDoS attack detection system. We prepared three types of datasets that we utilized with three and five features. Our detection system was more than 85% accurate with all types of dataset and 98.7% accurate with five features. The strategy for developing a DDoS attack detection system show that the detection system with SVM trained using the proposed features can successfully detect DDoS attacks with high accuracy.
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